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Abstract. Internet of Things (IoT) has emerged as a revolutionary tech-
nology that has become an integral part of smart cities. It has numer-
ous, longstanding, economical and safety-critical smart city applications.
Data acquisition for IoT applications requires sensor networks. Relia-
bility, Resilience, and Energy conservation are the three most critical
wireless sensor requirements. Fault tolerance ensures the reliability and
the resilience of the sensor network in case of failures. In this paper, we
propose a new taxonomy for fault tolerant technique for wireless sen-
sor networks deployed in an IoT environment, and qualitatively compare
some major existing methods and propose a new fault-tolerant routing
technique for hierarchical sensor networks. The algorithm is a heteroge-
neous technique based on Dynamic source routing (DSR), vice cluster
heads, energy thresholding and hierarchical sensor networks. The pro-
posed technique was simulated and is compared with current techniques
to evaluate its validity and performance.

Keywords: Smart-city · IoT · WSN · Reliability · Fault tolerance
Energy · Routing

1 Introduction

Urban population has increased vastly in the recent years. The United Nations
Human Settlements Program (UN-Habitat) [1] has foreseen it to be 10 billion
by 2050, which is two-thirds of the current population on earth. The cities will
have to deal with pressing issues such as public safety, efficient transportation,
energy consumption, environmental sustainability, and expense reduction. These
pressing issues have led to smart city paradigm which aims to plan and develop
efficient urban cities in future.

The past decade has witnessed the advancement of Internet of Things (IoT)
[2] especially the sensing technology [3]; In addition to the widespread develop-
ment of sensors, improvement in Big data computing infrastructure has enabled
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the collection of huge amount of heterogeneous data produced daily by urban
spaces [4]. Urban spaces produce data related to temperature, weather, pollu-
tion, traffic control, the mobility of people, resource consumption (water and
electricity) which can be analyzed to improve the services provided and make
the environment greener. Smart cities rely on sensors, webcams, IoT systems,
wireless sensor networks, databases, ubiquitous devices, and many other frame-
works that collect, process and take informed decisions based on the data [5]. A
survey on Data Fusion and IoT for smart ubiquitous environments can be seen
in [6].

Wireless Sensor Networks (WSNs) are one of the atomic components of IoT.
Data acquisition for IoT applications require wireless sensor network and are the
link between the real world and the digital world. WSNs play a major role in
building interconnected urban territories and are critical to smart cities. WSNs
consists of small low power sensor nodes that can sense, process, and wirelessly
communicate with each other. The sensors are devices with limited battery, stor-
age, size, and computational power. The sensors nodes sense data and forward
it to a base station known as sink for further processing of data by IoT systems.
Intelligent monitoring and management of smart cities are possible through IoT.
WSNs are used in a number of time-critical smart city applications such as agri-
culture monitoring [7], intruder detection [8], disaster management, health care,
mobile object tracking, environment monitoring [8], Intelligent Transport Sys-
tem (obstacle detection, collision warnings and avoidance, traffic monitoring)
[9–11], Vehicular AdHoc Networks [12], energy monitoring in smart grids [13],
and Home/Office Automation Systems (HOS) [14].

Since WSNs are deployed in harsh and hostile conditions they are susceptible
to frequent errors. The occurrence of faults results in disruption of the network
or worse in the failure of the network. This might lead to human, economic,
environmental loss since the sensors are used in many safety critical applica-
tions. Another source of a fault in WSN is the power [3]. Since the WSNs work
unattended in a hostile environment it is not feasible to replenish the batteries of
the sensors. Moreover, various hazard might cause the power to run out, which
results in a node failure. Data transmission consumes a major portion of energy
[15]. Hence prolonging energy in WSN becomes a critical and challenging issue
[16,17]. A detailed discussion on possible faults in wireless sensor networks has
been discussed in [18]. It is required that the data collected by the sensors on
critical events should not be of low quality [19,20] that might lead to important
information loss. But often random link failures occurs that disrupt communi-
cation in the network. All these issues point to the necessity of fault tolerance
techniques that would provide techniques to mask these faults and provide the
expected services, in the presence of faults. Major disadvantages of existing tech-
niques are a high dissipation of energy, large Mean Time to Repair (MTTR),
and use of extra software and hardware [21].

In this paper, we propose a new fault-tolerant routing algorithm based on
modified Dynamic Source Routing (DSR) on a clustered, hierarchical sensor
network for IoT applications. We use a vice cluster head that takes over the
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duties of the CH on the failure of a CH. Moreover, we use multiple paths that
have been prioritized and sorted on the basis of a cost function, that takes into
consideration the total energy in a path and the distance from the source to sink.
Furthermore, we use energy thresholds to decide the CHs that would participate
in the routing process. One of the major advantages of the technique is that
the Mean Time To Repair (MTTR) for this technique is small. We simulate
our algorithm and compare our algorithm with DFTR [22], a distributed fault
tolerant algorithm and LEACH [3], a well-known routing algorithm. Metrics
such as the number of alive nodes, total energy consumption of the network,
and total packets transmitted to the Sink are compared measured for all the
three techniques. Based on these metrics it was observed that HMDSR performs
better than the other techniques.

Our contributions in this article can be summarized as follows:

– We propose a new up to date taxonomy for fault-tolerant strategies for wire-
less sensor networks.

– We propose a new energy efficient fault-tolerant routing strategy called
Heterogeneous Modified Dynamic Source Routing (HMDSR).

– We simulate the proposed technique.
– The results from the proposed technique are compared with two current tech-

niques [3,22] to validate the benefits of the algorithm.

The rest of the article is organized as follows. Section 2 discusses the proposed
taxonomy for fault tolerant techniques in WSN. In Sect. 3, we discuss the state
of art fault tolerant techniques for WSN. We also do a qualitative analysis of
FT techniques in WSN. In Sect. 4, we discuss the System model and Sect. 5
introduces our proposed FT routing technique. Section 6 presents the simulation
of the proposed technique. It also presents the comparison with techniques to
validate our proposed technique. Section 7 concludes the paper.

2 Taxonomy

Fault tolerance techniques in wireless sensor networks can be classified according
to two criteria, namely based on the phase at which the fault tolerant technique
triggers and based on the origin of faults in WSN. Based on these criteria fault
detection techniques in WSN can be classified as (1) Proactive and (2) Reactive
as shown in Fig. 1.

2.1 Proactive Techniques

Proactive techniques in WSN proactively and sensibly uses the existing resources
of the wireless sensor to extend the lifetime of the network or prevent the
fault from occurring. These techniques take preemptory action against potential
faults. Based on the origin of faults these techniques can be classified (1) Node
based techniques, (2) Network-based techniques and, (3) Holistic techniques.
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Fig. 1. Proposed taxonomy of fault tolerant techniques in WSN

Node Based Techniques. The node based proactive techniques can be further
classified as (1) Energy based fault tolerance technique and (2) Data fault tol-
erance. Energy based fault tolerance increases the mean time to failure and the
lifetime of the network. This strategy uses techniques such as clustering of sensor
nodes, hibernation of nodes, and scheduling nodes and backbone of the WSN.
Proactive data fault tolerant techniques helps in recovering from data faults.
One of the major techniques of data fault tolerance is the dual transmission of
the same value and comparison of these data to detect the faults.

Network Based Techniques. It comprises of mainly two techniques namely
(1) Connectivity maintenance technique and (2) Multi-Path routing. Connectiv-
ity maintenance techniques increase the lifetime of network using various algo-
rithms. Bridge protection algorithm is an example of connectivity maintenance
algorithm that increases the lifetime of WSNs comprising bridged nodes. Data
is sent through multiple paths to increase the redundancy and tolerate network
fault in multi-path techniques.

2.2 Reactive Techniques

Reactive techniques trigger the fault tolerant strategy on the occurrence of the
faults. This strategy waits for the faults to occur and then adjusts or reacts to
the faultby starting the recovery process. These techniques can also be further
classified based on the origin of the faults as (1) Node based, (2) Network-based
and, (3) Holistic based technique.

Node Based Techniques. Node based reactive techniques are used to recover
from node failures. It consist of strategies like switching to the sleeping backup
node on the occurrence of node failure.
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Network Based Faults. Network-based reactive techniques consist of using
multiple paths, backup paths, and path recalculation in case of network/link
failure. Moreover, for restoring the connectivity, extra nodes are deployed or the
existing nodes are repositioned.

Holistic Techniques. These are the techniques that can deal and recover from
both network and node based faults. They provide a complete fault tolerance
for various faults.

3 Previous Work

In this section we shall discuss the existing work related to WSN fault tolerance
techniques.

Zhao et al. [23] proposes a sleep scheduling technique called virtual backbone
scheduling (VBS). Multiple backbones that overlap with each other are used to
transmit data to the sink. The other nodes does not participate in the transmis-
sion to save energy. Selection of the backbones is an NP-hard problem. However,
node failures might require recalculating the backbones.

Khan et al. [24] propose a fault-tolerant algorithm for bridge protection in
WSNs. The authors propose a bridge protection algorithm to prevent the bridge
node(s) from prematurely exhausting the energy and to maintain the minimal
functionality of the network with minimal interference. But this technique has
a trade of between time and residual energy.

Boucetta et al. [25] propose an energy efficient fault tolerant scheduling algo-
rithm called PASC AR. The network is clustered geographically based on node
location. The cluster head is selected in rotation from the nodes based on a
TDMA schedule. The rest of the nodes are put to sleep. However, the sensing
accuracy is reduced due to the sleep mode of majority nodes.

Azharuddin et al. [22] propose an energy saving and FT routing technique
called DFTR that not only deal with energy utilization of cluster heads but
also their fault-tolerance. The routing is done based on following criteria: (1)
gateway to next hop gateway distance, (2) next-hop gateway to base station
distance, (3) energy remaining at the next-hop gateway. But, fixed gateways are
not always suitable or plausible. Moreover, clustering is difficult when there are
fixed gateways.

Rana [26] proposes a modified dynamic source routing algorithm (DSR) offer-
ing energy-efficient, fault-tolerant routing. The major features of this technique
are (1) non-usage of nodes below certain energy threshold in the routing process,
and (2) two routes cached between source and destination. There is a reduction
in throughput of network for any given time period as all nodes are not involved
in transmission

Gupta et al. [27] propose an energy-efficient fault tolerant clustering algo-
rithm named B3FT . In this technique, the authors discuss fault tolerance for
cluster heads without the redundant usage of cluster heads. This scheme requires
the use of extra hardware as gateways.
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Azharuddin et al. [28] discuss a fault tolerant clustering based routing algo-
rithm based on particle swarm optimization. They maximize the lifetime of the
gateway with minimum lifetime by minimizing the routing load over the gate-
way. This is achieved with the help of particle swarm optimization. However,
this scheme does not handle fault tolerance if no gateway is in range.

Hezaveh et al. [29] propose a technique called Fault-Tolerant and Energy
Aware Mechanism (FTEAM). They put overlapped nodes with highest residual
energies to sleep so they can be used as a cluster head (CH) in case of CH
failures. It is only reliable when rate of change of sensed value is small inside the
cluster.

Dima et al. [30] propose an integrated fault tolerance framework (IFTF)
which holistically detects and diagnose application level faults, network layer
faults, and establish the cause of the fault. However, there is a 4% increase in
message overhead and does not consider the computation overhead.

4 Network and Radio Model

We consider a clustered WSN which consists of a single base station/sink and
multiple clusters of sensor nodes. The sensor nodes in each cluster are normal
nodes that are responsible for sensing and transmitting the data to their respec-
tive clusterheads (CH). All the nodes and the clusterheads are considered to be
homogeneous with identical initial energy levels. The CHs are also normal nodes
with the same energy constraints as that of sensing nodes. The CHs receive the
sensed data, aggregates the data and forwards it to the base station. Direct data
transmission occurs if the base station is one hop away from the CH else the
aggregated data is forwarded to the CH closer to the base station. The nodes are
deployed randomly as in smartdust model. The sensor nodes and CHs are con-
sidered immobile. There is only a single base station which is stationary and has
an inexhaustible power supply. All sensor nodes have equivalent bi-directional
communication range. All the wireless links are assumed to be symmetric so as
to compute the distance between the nodes based on the received signal strength
[31]. CSMA/CA MAC protocol is used by the CHs for communicating with base
station [31]. For energy consumption analysis we only consider the energy used
due to transmission and receiving of data since radio is the most power consum-
ing parte as the consumption due to sensing and computing is negligible.

In this technique we use a radio model that is used in [3]. The energy dissi-
pated ET due to the transmission of a message of size l -bit, between two nodes
separated by a distance d is given by

ET (l, d) =

{
l(Eelec + εFS × d2) for (d < d0)
l(Eelec + εMP × d4) for (d > d0)

(1)

where d0 =
√

εFS/εMP , Eelec is the electronic energy required by the circuit,
εFS and εMP are the transmit amplifier parameters that represents the energy
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required by the amplifier in free space and multipath models respectively. The
energy dissipation at the receiver sensor node for a message of size l-bit is given by

ER(l) = l × Eelec (2)

Moreover, the energy consumed for fusing l−bits can be given by

EF (l) = l × Edf (3)

where Edf is the energy incurred due to fusing of one bit data.

5 Proposed Technique

The proposed technique has two phases: (1) Setup phase, (2) Route determina-
tion phase, (3) Data communication phase and (4) Fault recovery phase.

5.1 Network Setup

Initially the network will be in setup phase. Initially all the sensor nodes send
a HELLO message to the sink. The sink then assigns an ID to all sensor nodes.
During the setup phase, we use any of the standard clustering algorithm to
cluster the network and assign a cluster head to each cluster. The cluster head
in each of the cluster sends a HELLO message to all its node with specific power
and based on the strength of the signal received, it finds the nearest node to
itself. The nearest node to the cluster head in each cluster is assigned as the vice
cluster head. The sink then broadcasts a HELLO message using specific amount
of power to all the cluster heads. The sink calculates the distances to each sensor
node using the radio strength and this distance is send back to the cluster head.
The setup phase ends and the communication phase starts wherein the nodes
sends their data to the cluster heads and the cluster heads will fuse multiple
identical values into a single value [3]. After certain amount of time the network
switches back to the setup phase so as to balance the energy of the nodes in
the network. Subsequently, it enters the communication phase and this process
continues until the network encounters a fault.

5.2 Route Discovery and Routing Algorithm

We develop our routing technique on top of the foregoing medium access control
(MAC) layer. The major steps in our routing technique is given below:

Step 1: Initially in the route determination phase, each cluster head broad-
casts an REQ packet similar to that of Dynamic Source Routing (DSR). The
REQ initially consists of the source ID, destination ID, the energy of the each
cluster head and, the distance to the sink that was obtained during the bootstrap
process.

Step 2: This REQ packet is flooded among other cluster heads, and each
cluster adds to the packet their respective ID, energy level and, the distance to
the base station.
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Step 3: We define an energy threshold level. Any cluster head that has energy
level below this threshold will not participate in the flooding process.

Step 4: The broadcasted REQ packets reaches the destination. For each clus-
ter head, the sink starts a timer on the arrival of the first REQ packet from
that cluster head. The sink will wait for more packets till timer expiry. Once the
timer expires the sink will analyze and select the routes for each cluster head
based on the remaining energy level and the sum of distance of the all cluster
heads in the path to the sink. Based on this the routes for each cluster head is
prioritized and are given priority numbers P1, P2,..., Pn.

Step 5: Thereafter, the sink sends a REP message to the cluster heads through
all the discovered routes for the cluster heads. The REP message consists of the
ID of the nodes that are in the path and the priority of that path.

Step 6: Once all REP messages reach the cluster heads they save the routes
on basis of their priority and the route with priority P1 will be used for sending
data to base station. The intermediate nodes between the source and destination
also saves the routes.

Step 7: Once the routes are selected, the cluster heads pass the route infor-
mation to their respective vice cluster heads and the vice cluster head resume
their sleep state after storing this information.

The routing algorithm has been given in Algorithm1.

5.3 Fault Tolerance

In this technique we only consider faults in routing especially disruption of route
due to failure of cluster heads. We can consider the following cases of failures:

Failure of the source cluster head. When the source cluster head fails, the vice
cluster head takes over the job of the cluster head. The routing table is already
present in the vice cluster head as explained before.

Failure of the intermediate cluster head. When the data from the source cluster
head is send ahead and one of the intermediate cluster head fails then the
failed cluster head sends an error message (ERR) to the preceding cluster
head. The preceding cluster head will switch its route from primary to sec-
ondary route and the faulty cluster head will be replace by the vice cluster
head. if the secondary route also fails then it will use the tertiary route and
so on. Since the routes have been stored this will save us from recalculating
the routes again.

Failure of vice cluster head. On the instance of vice cluster head failure, we go
back to the network setup phase we recluster the network and determine new
routes.
The fault tolerance algorithm has been given in Algorithm2.
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Algorithm 1. Proposed routing algorithm
Input: ∀CHk, Energyk, Distance to Sinkk

Output: All paths, from Source CHi to Sink
1: procedure CH–RouteSelection
2: Nodei receives REQi packet from it NeighborNode(i)
3: if Nodei! = sink then
4: if Energy(i) < Ethresh then
5: REQi ← REQi + (Idi, Energyi, Disti)
6: Forward REQi to NeighborNodes(i)
7: else
8: Nodei does not broadcast
9: end if

10: else if Nodei is == Sink then
11: Start timerj
12: while timeri < Timethresh do
13: if REQ == REQi then
14: REQSet(i) ← REQSet(i) ∪ REQi

15: end if
16: end while
17: for each Request REQi ∈ REQSet(j) do
18: Cost(j, i) ← 0.3 × Dist(Source, Sink) + 0.7 × Energy(Source, Sink)
19: end for
20: for each row Cost(j, :) do
21: Sort Cost(j, :)
22: Set Priority in Descending Order in Cost(j, :)
23: end for
24: for each REQi in REQSet(j) do
25: REPi ← REPi + (Idi, Pathi, P riorityi)
26: Forward REPi to Sourcei
27: end for
28: Node Ni creates routing table using REP messages.
29: end if
30: end procedure
31:
32: procedure CH–Routing
33: Use the Path with Priority = 1
34: end procedure

6 Simulation Results and Discussion

6.1 Experimental Setup

Th proposed protocol was simulated using MATLAB R2015a on an intel i5
machine with 2.40 GHz and 16 GB RAM running on Ubuntu 15.10. We deployed
400 sensor nodes in a square area of size 300× 300 square meters. The topology of
the simulated network is illustrated in Fig. 2. The sensor nodes were considered
to have a starting energy of 2 J. When the energy level of the node reached 0 J
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Algorithm 2. Fault tolerance Algorithm
1: procedure CH–FaultTolerance
2: for i ∈ Priority do
3: if Path with Priority = i fails due to CH failure then
4: if Vice CH not used then
5: Awake Vice CH
6: Replace CH with Vice CH
7: Update routing Tables
8: end if
9: else

10: Use path with Priority = i + 1
11: end if
12: end for
13: end procedure

0 50 100 150 200 250 300
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100
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200

250

300

Fig. 2. The simulated network topology

the node was considered dead. We use Weibull reliability function [32] to model
the faults in the cluster heads in our network which is given by

R(t) = e−( t−γ
η )β

(4)

where γ is the location parameter, η is the scale parameter, and β is the shape
parameter. We set the values of γ = 0, β = 3, and η = 3000. If β is greater than
1 then the rate of failure increases with time else if β is less than 1 then the rate
of failure decreases with time. Moreover, of β = 0 the rate of failure is constant.
β is chosen as per the analysis provided in [33] where it is established that
the failure of cluster heads can be represented using a weibull distribution with
β = 3. Furthermore, [22] uses β = 3 for gateway faults in WSN. The simulation
parameters used in the simulation are shown in Table 1. The parameters used
are similar to [3].
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Table 1. The simulation parameters

Simulation parameters

Network size 400

Number of clusters 300 × 300

Initial sensor node energy 2.0 J

Eelec 50 nJ/bit

EF 5 nJ/bit

Communication range 100 m

εFS 10 pJ/bit/m2

εMP 0.0013 pJ/bit/m4

d0 88 m

Packet size 4,000 bits

Message size 200 bits

Ethresh 20%

The proposed algorithm is compared with DFTR [22] and LEACH [34] in
terms of residual energy, number of packets received at sink, number of dead
cluster heads, and network lifetime. We discuss the results of the experiments in
the following sections.

6.2 Analysis of HMDSR

A wireless sensor network consisting of 120 nodes were simulated and was clus-
tered initially into 20 clusters. These 120 nodes were deployed in a sensing field
of size 300× 300. The sink was placed at the center of the sensing field at the
coordinates (150, 150). The simulated network is depicted in Fig. 2. The total
number of alive nodes is compared in Fig. 4. We can see that the total alive
nodes after 5000 rounds for the proposed technique are more than the LEACH
and DFTR. Nodes are considered dead when their energy reaches 0 J or due to
the simulation of faults following the Weibull distribution. We can observe in our
proposed technique that initially there is a decrease in alive nodes that stabilizes
after a certain amount of rounds.

The stability of alive nodes is due to the Energy threshold that was applied
which resulted in many cluster heads with lower energy not to participate in
the clustering. Whereas in LEACH protocol, we can observe that the rate of
dead nodes increases after a certain number of rounds. The DFTR protocol that
does not provide an Energy threshold has the least amount of total energy in the
network. This is because once the cluster head dies in DFTR technique and nodes
of clusters becomes orphan they have to send it to a longer distance. Since DFTR
uses special fixed gateways, a failure in cluster head means another normal node
doesn’t take its place as a replacement, unlike the proposed technique. Figure 3
shows the total energy in the network per round for each of the technique. It is
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Fig. 3. Comparison of total energy in the simulated network per round among DFTR,
LEACH, and HMDSR.
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Fig. 4. The number of alive nodes per round in the simulated network among DFTR,
LEACH, and HMDSR

also similar to the previous graph where the total energy at the end of 5000
round is highest in the proposed technique. Hence, we can clearly say that the
proposed technique increases the overall lifetime of the network as compared to
LEACH and DFTR.

The total number of packets that has been transmitted to the sink for 5000
rounds have been compared in Fig. 5. We can see that the proposed technique
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Fig. 5. The total number of data packets received at sink per round among DFTR,
LEACH, and HMDSR

transmits the maximum amount of packets. This is due to the presence of vice
cluster heads which replaces the failed cluster heads unlike LEACH protocol or
DFTR protocol. A Higher number of packets transmitted to the base station
indicates the longer life of gateways. We can see that the proposed algorithm
performs better than both DFTR and LEACH.

7 Conclusions

In this article, we have proposed a reliable and resilient routing technique for
wireless sensor networks that forms the atomic component of IoT, for smart
city applications. We have proposed a taxonomy for fault tolerant techniques
in WSN. Furthermore, we proposed a new fault-tolerant routing algorithms for
hierarchical WSN networks based on modified DSR (Dynamic Source Routing)
and vice cluster heads. Multiple routes are identified and these routes are prior-
itized on the basis of residual energy in the path and the distance of the source
from the sink. In addition, the proposed technique uses vice cluster heads to
tolerate faults during routing. We have shown through simulation that the pro-
posed technique is better than LEACH and DFTR in terms of total energy in
the network, the total number of packets transmitted to the sink and the number
of alive nodes. Our future work will be based on the mobility of the sensor nodes
and the interaction with other IoT components.
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