
Chapter 18
HPC-Smart Infrastructures: A Review
and Outlook on Performance Analysis
Methods and Tools

Thaha Muhammed, Rashid Mehmood, Aiiad Albeshri, and Fawaz Alsolami

18.1 Introduction

High-performance computing (HPC) plays a vital role in driving transformations
across various smart-city infrastructures such as healthcare, agriculture, environ-
ment, and other infrastructures [94]. It is a vital cog in autonomous adaption of urban
infrastructure to various events and stimuli (e.g., severe hurricane, high traffic due to
accidents). HPC is a major component in developing phenomenal computationally
intensive models for various smart-city infrastructures.

Driving high efficiency from shared-memory and distributed-memory HPC
systems have always been challenging. Big data and HPC convergence, system
heterogeneity, cloud computing, and many other developments have increased the
complexities of HPC systems [36, 51, 77, 108, 124]. There are increasing pressures
on energy efficiency for developing exascale computers and therefore development
of highly efficient HPC applications and systems has become essential.

Various performance analysis tools exist that help in improving the performance
and efficiency of HPC scientific applications and increase their potential. Per-
formance analysis is a crucial part in the development of the HPC applications.
Performance optimization is not just identifying the bottlenecks in the code but
also identifying the causes of bottlenecks and the required changes that need to
be made to the parallel applications [99]. This requires more advanced tools such
as hardware performance counters. Diagnosing the problems manually requires
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deep knowledge about the architecture, hardware of the system, and the compiler.
Performance analysis is important to determine the different optimization strategies
for the same application on different HPC platforms such as GPU, MIC, cloud, and
MPI-based grids.

Corresponding to debugging and testing, performance analysis and optimization
of HPC applications are vital stages in the development cycle. It is a crucial
condition for assuring efficient use of costly and limited resources. The performance
analysis phase evaluates the actual performance (speed of computation, throughput,
and resource consumption) on a given platform with regard to memory, storage,
network, and runtime. Moreover, it has to identify improvements and reduction in
the usage of resources.

This paper reviews the performance analysis tools and techniques for HPC
applications and systems. The contributions of this article can be summarized
below.

1. A review of the tools for the performance analysis of HPC applications. The
works on the HPC performance analysis are numerous and we do not claim to be
exhaustive in this paper.

2. A discussion on the performance of various HPC applications on a number of
HPC platforms.

3. A discussion on the common HPC applications used by the researchers and HPC
benchmarking suites for analysis.

4. A qualitative comparison of various tools used for the performance analysis of
HPC applications is provided.

5. A discussion on the future research directions and issues.

The rest of the paper is organized as follows. Section 18.2 describes various
Benchmark toolkits and various HPC applications that are used for the performance
analysis. Section 18.3 presents existing work by various researchers in analyzing
the performance of various HPC applications. Section 18.4 provides a qualitative
comparison of various tools used for HPC application performance analysis. Future
research issues and directions are provided in Sect. 18.5. Finally, Sect. 18.6
concludes the paper.

18.2 HPC Applications and Benchmarking Suites

In this section, we discuss various HPC-based applications from various domains
which are prone to performance problems. Table 18.1 summarizes various HPC
applications that are used in various application domains. We shall discuss some
major domains in which HPC is a necessity and is used abundantly.

– Automobile and Aeronautics: This field has a lot of simulation and modeling,
model prediction and verification including probabilistic modeling, computer
aided drawing, graphic designing, design automation, the design of structures,
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Table 18.1 A summary and comparison of commonly used HPC applications

Application Domain Language Developers OS Open

BigDFT Chemistry F90 Genovese et al. [42] Li/Un Yes

Bifrost Atmosphere F90 Gudiksen et al. [46] Li/Un No

ChaNGa Cosmology Charm++ Jetley et al. [55] Li/Un Yes

COSMO Weather C++ CINECA Li/Un Yes

CORSIKA Astrophysics F77/F90 Heck et al. [50] Li/Un No

ECHAM/MESSy Environment F77/F90 Jöckel et al. [57] Li/Un No

EUTERPE Fusion C++/C Saez et al. [110] Li/Un No

Gamess Material Science F77 Schmidt et al. [45, 112] Li/Un No

IBM WATSON Graph Analysis C++ IBM Li/Un No

IMPACT-T Math. modeling F90 Qinag et al. [107] Li/Un Yes

Jacobi2D Math. modeling Charm++ – Li/Un Yes

LIBMESH Math. modeling C/C++ Kirk et al. [64] Li/Un Yes

MAESTRO Astrophysics F90 Nonaka et al.[100] Li/Un Yes

MILC Quantum Theory C/C++ Bailey et al. [20] Li/Un Yes

MP2C Particle collision F90 Freche et al. [39] Li/Un No

NAMD Chemistry Charm++ Bhatele et al. [23] Li/Un Yes

NQueens Backtracking C/C++ – Li/Un Yes

OpenFOAM Fluid dynamics C++ Jacobsen et al. [54] Li/Un Yes

Paratec Quantum theory C/C++ Pfrommer et al. [104] Li/Un No

PEPC Gravitation F2003 Gibbon [44] Li/Un Yes

ProFASI Protein structure C++ Irbäck et al. [52] Li/Un No

PRISM Probab. modeling Java/C Kwiatkowska et al. [72] Li/Win Yes

Quantum expresso Molecular structure F90 Giannozzi et al. [43] Li/Win Yes

SIMONA Nano science C++ Strunk et al. [116] Li/Un No

SMMP Protein structure F90 Meinke et al. [90] Li/Un Yes

SPECFEM3D Wave propagation F90/C Dimitri et al. [67] Li/Un Yes

Sweep3D Material science F77 Wylie et al.. [128] Li/Un Yes

YALES2 Combustion C++/F90 Moureau et al. [91] Li/Un No

WIEN2K Chemistry F90 Schwarz et al. [113] Li/Un No

Li Linux, Un Unix, Win Windows

automated plan building, analysis of design, and concrete modeling [66, 73, 98,
130].

– Astrophysics and quantum physics: A lot of applications based on physics,
especially on quantum physics and astrophysics, has very large computations as
they receive a large input data. Load balancing of spin-image algorithm on CPU
and MIC has been studied in [22, 34].

– Biosciences: Biosciences including bioinformatics have a large number of
programs that require computation including the mathematical modeling of
diseases. It also has issues with memory management. See, for example, [7].

– Earth sciences: A large number of earth related activities such as earthquake
prediction, monitoring, weather prediction, and prediction of climate change due
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to global warming needs high computation [61, 109]. These applications are
highly data intensive and take days to run on serial machines.

– Electronics: The design and analysis of electronic components have a high
computation due to the simulation and modeling before the actual produc-
tion [117, 129]. Other things include the static timing analysis and lithography.

– Material sciences: Material science includes modeling of nanoscale particle,
the modeling behavior of nanoscale particle, and modeling of molecules and
chemical reactions [2, 74]. These require a lot of computation and memory.

– Computational fluid dynamics (CFD): CFD is used to model the flow of fluid
around and within an object by solving mathematical equations governing the
flow with the help of numerical methods. It is an inter-disciplinary domain
and has applications in multiple domains. Complex flow phenomenon can be
simulated with CFD. However, it requires massively parallel supercomputers to
run the simulations efficiently and effectively [41, 105].

– Graph computations: Graphs are extensively used combinatorial tools in
computing. They are used for representing sparse matrices, assist load balancing
in computations [16], model molecular structures, traffic networks [16], and
social media networks [8, 119], and distribution networks. It is also used in
bioinformatics, business-analytics, and city planning. As graphs grow larger in
size, we require powerful computational techniques for effective processing.

– Computational and artificial intelligence (AI): AI has become a fundamental
technique for developing smarter algorithms and solutions in all scientific
computations domains. Training deep learning and machine learning-based
models require large computing power. For example, AI in healthcare networked
systems [95] and educational systems [88] provides a better quality of service
(QoS) and experience to the users. Deep learning has also been used to forecast
traffic conditions for smart cities [14], and there are numerous other applications
of AI, machine and deep learning. Probabilistic methods have also been used for
computational intelligence, see, e.g., [71, 80] and the references therein. Solution
of sparse linear equation system is an important part of such computational
intelligence techniques. Solving sparse linear equation system mainly consists of
sparse matrix vector multiplication which requires efficient utilization of parallel
devices and this is discussed next.

– Linear algebra and matrix computations: A large number of scientific
domains require linear algebra and matrix computations, such as dense or sparse
matrix matrix multiplications (MMM), dense matrix vector products (MVPs),
and sparse matrix vector products (SpMV) [3]. Application of HPC for dense
linear algebra (MVP/MMM) can be seen in [17, 122, 123]. Work on efficiently
utilizing parallel devices for SpMV can be seen in [11, 12, 69, 70, 79–82, 85, 86].

– Big data: Big data refers to “the emerging technologies that are designed to
extract value from data having four vs characteristics; volume, variety, velocity
and veracity” [87]. Big data technologies are being used in many application
areas that require HPC to address big data challenges, see, e.g., [5, 83, 88, 95,
118, 119]. There are many ongoing efforts on the convergence of HPC and big
data [36, 108, 124].
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Table 18.2 A summary and comparison of benchmarking suites for HPC applications

Name Developers Benchmark type Supports Language

DEISA EUS Real apps Cloud+MPI C

HPC challenge bench-
mark

DARPA Micro MPI+OpenMP C

Iometer Intel I/O All network environ-
ments

C++

LINPACK Dongarra et. al. Kernel MPI+OpenMP Fortran

NAS parallel bench-
mark (NPB)

NASA Kernel MPI C/C++

NPB multi-zone(NPB-
MZ)

NASA Kernel MPI+OpenMP C/C++

PARSEC Princeton Univ. Kernel Multi-threaded SMA C/C++

PerfKitBenchmarker Google Kernel Cloud environment Python

PMaC HPC SciDac PERC Micro MPI+OpenMP C++

Rodinia Kevin Skadron Real apps CUDA/OpenMP C/C++

STREAM UOV Kernel MPI C++/F90

VMmark VMware Virtual machine Virtual machines &
cloud

C/C++

– Smart Cities, societies, and infrastructure: Smart cities are driven by the
rapid advancements in ICT technologies. These ICT developments have given
rise to the integration and convergence of digital and physical systems such
as computing, communications, big data, transport, healthcare, and city opera-
tions [6, 8, 10, 15, 16, 63, 83, 84, 89, 94, 95, 111, 118, 119, 124]. See, e.g., [88]
for background on smart cities and societies.

Researchers have used applications from the discussed domains to study the
performance of these applications in high-performance environments. Several works
analyze the performance of applications from discussed domains using various
known benchmarks. Table 18.1 lists some of the important applications that use
HPC and Table 18.2 provides some of the major benchmarks used. Performance
analysis tools have been used to analyze the applications to detect the bottlenecks
in the code. We shall discuss these tools in later sections along with the review of
earlier research.

18.3 Performance Analysis of HPC Applications: Literature
Review

18.3.1 Performance Analysis Metrics (Theoretical)

Carrington et al. [27] analyze the metrics used for evaluating the performance
of HPC applications. They mainly evaluate a simple synthetic metric, a linear
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combination of various single metric with weights. They also test a metrics derived
by convolving an application transfer function with the system performance data
obtained using any one single simple metric which is also known as predictive
metrics. The authors evaluate the performance of ten Department of Defense high-
performance computing modernization applications (HPCMP) [31]. Of the ten
selected application, five of the applications are workload dependent and the other
five are workload independent. Each of these ten applications was run on ten target
systems with a distinct architecture. The simple benchmarks such as LINPACK [31],
STREAM [78], and HPC challenge [76] have a weak correlation to performance
and hence the authors additionally use synthetic benchmarks in combination with
prediction and performance modeling framework [48]. A transfer function is applied
to the test result by the prediction model that enables the representation of multiple
categories using one single metric. In the simple metric scheme, the metric from a
single benchmark is used, whereas in predictive benchmark they use a set of single
benchmark metrics along with a real-time trace of the application. Simple metrics is
modeled as follows:

T ′(A,B) = L(A)

L(Ao)
· T (Ao, B) (18.1)

where T ′(A,B) is the predicted clock time for application B on system A, L(A) is
the result for a specific single benchmark for system L, Ao denotes the base system
benchmark, and T (A,B) is the measured wall clock time for A on B. The errors
reported are calculated as

% Error = T ′(A,B) − T (Ao, B)

T (A,B)
(18.2)

For predictive metrics, the authors use a tracer such as MetaSim tracer [28] for
dynamic tracing of the base station and synthetic probes are used for measuring
the rates for each operation on a target system. The MetaSim convolver [114]
divides the execution operation count by operation rate to achieve execution type
for current basic block per operation. After experimentation, the authors conclude
that the correlation between the metric and real-time performance is higher than
simple metrics.

18.3.2 HPC on the Clouds

Gupta et al. [47] provide an evaluation and comparison between the performance
of HPC applications on the cloud and on traditional HPC systems such as super-
computers and clusters. They also answer questions such as which HPC application
is suitable for cloud, when is it suitable to choose cloud to run HPC application,
and what application can be run on the cloud. The authors grade the performance
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of a number of selected applications on a number of the platform including
supercomputer, a different type of clouds and clusters. The authors recognize
various bottlenecks and the correlation between the characteristics and performance
of the HPC application. The authors use three different benchmarks to analyze the
performance of the HPC application. These are NAS parallel benchmark [97], a
benchmark based on MPI [75], and a benchmark based on Charm++ [60]. The
following systems were used to test the applications:

– Ranger supercomputer
– Taub (an HPC optimized cluster)
– Open Cirrus (physical nodes with commodity Interconnect)
– Private cloud
– Public cloud
– Amazon EC2-CC cloud

They ran the following HPC applications on the above machines:

– Jacobi2D
– NAMD [23]
– ChaNGa [55]
– Sweep3D [128]
– NQueens

The authors made three observations based on running the above HPC application
on all the machines discussed above:

1. Some application scaled really well on all platform

(a) Applications such as Jacobi-2D and NQueens scaled well on all the cores.

2. Scaling only till 32 cores on private cloud

(a) NAMD and ChaNGa show this behavior. This is the effect of virtualization
of the network.

3. Variable runtime for HPC applications on different execution in clouds

(a) The variability was seen to increase when increasing the scaling.

The authors used various MPE, Jumpshot [131], and Projection tools to trace the
HPC applications communication characteristics. On analyzing the communication,
the authors have come to a conclusion that communication performance is a major
bottleneck. They also conclude that virtualization decreases the performance of
an HPC application. This is due to the presence of high latency and reduction in
bandwidth. It was also observed that there are random idle times which the authors
attribute to interference by other systems. The authors also reach a conclusion on
the variability of the running time of HPC application. They say that it is due to the
coupling of heterogeneous components in hardware and due to sharing of the virtual
machines by external users.
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Jackson et al. [53] discuss the performance analysis of HPC applications on the
cloud. They compare conventional high-performance computing platforms such as
supercomputers to Amazon EC2 cloud using HPC applications. The authors use the
NERSC benchmarking framework [29, 32, 49, 75, 96, 101–103, 125] to evaluate
the performance of HPC applications on Amazon EC2. In addition to NERSC, they
also use integrated performance monitoring (IPM) framework. This framework will
provide us with details on the time spent by the application on computation and on
networking. They use four machines for this evaluation. The first of such machine is
called Carver, which is a four hundred node cluster, which belongs to Lawrence
Berkeley National Laboratory. It uses a quad-core Intel Nehalem processor @
2.67 GHz. Each node has twenty-four GB of RAM. The second machine to be
tested is Franklin which is a CrayXT4 supercomputer consisting of 9660 nodes.
It has a single AMD Budapest processor @ 2.3GHz. The third system to be tested is
Lawrencium which is a Linux cluster that has 198 nodes and the third system is the
Amazon EC2 cloud. For testing purposes, they used four compute units of Amazon
where one compute unit is equal to 1.2 GHz of Xeon 2007 processors. Normally all
of the traditional HPC has a shared parallel file system that between the master nodes
and the slave nodes. This is recreated in the cloud environment using virtual clusters
[38, 40, 62]. A number of python scripts were used to configure the master node and
the slave nodes. The master node would submit the jobs to the slave nodes using
MPI and the file system will be shared between the nodes. The shared file system
is implemented with the help of elastic block store [13] device which is attached
to the virtual machine. The ext3 file system was used in this disk. Eight different
HPC applications were evaluated by the authors from the benchmarking suite. These
applications are (1) the community atmosphere model, (2) the general atomic and
molecular electronic structure system, (3) GTC, (4) IMPACT-T, (5) MAESTRO, (6)
MILC, (7) PARATEC, and (8) HPCC. Sustained system performance [68] for each
of these applications was computed based on the NERSC benchmark as follows:

SSP = N

(
M∏

i=1

Pi

)(1/M)

(18.3)

where Pi is the performance figure in gigaflops per second per core, N is the
number of computational cores. Basically, SSP is the geometric mean of Pi overM
applications multiplied by N . It was observed that Lawrencium and Amazon EC2
were the worst performers in terms of computation. Moreover, the network latency
is very poor in both of these systems. It was observed that EC2 was 20 times worst
performer than the penultimate worst performer. The memory access in the EC2
platform is 10 times slower than the next worst performer Lawrencium. Totally the
results indicate that the network has a very high impact on the performance of HPC
applications on the cloud.

Roberto et al. [35] analyze the performance of HPC applications on the cloud.
They analyze major performance bottlenecks in cloud platform using Amazon
EC2 cluster [33] computing environment. Amazon provides two cluster computing
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instances named CC1 and CC2. CC1 consists of two quad-core processors whereas
CC2 consists of two octa-core processors. They are made keeping in mind the
requirement of HPC applications and high network using applications [25]. The
authors evaluate 64 instances of CC1 and 32 instances of CC2, which sums up to
a total of 512 cores. NAS parallel benchmark suite [19] and NPB multi-zone suite
[56] are used for evaluation. Both of these cluster instances use Xen hypervisor for
virtualization. The input–output is managed by paravirtual drivers that improve the
performance as compared to normal clouds. OpenMPI [92] and MPICH2 [93] are
used as the messaging middleware for codes using C/C++. Whereas, for Java-based
code they use FastMPJ [120]. Initially, they performed a micro-benchmarking of
data transfer from one point to another. They analyzed data transfer between both the
inter-cluster and intra-cluster. Micro-benchmarking was conducted using Intel MPI
benchmarks suite [126]. Then they analyzed the performance of the HPC kernels
especially the effects on scalability due to paravirtualization. This was performed
using NAS parallel benchmarks. Then they analyze the suitability of the amazon-
based cloud networks for HPC application execution. The metrics they consider
are millions of operation per second (MOPS). From the inter-VM communication
analysis, it was found that OpenMPI and FastMPJ had lower start-up latency than
MPICH2 but still as compared to an application running on barebones hardware
these values are not enough. The results in the octa-core cloud were better than
the performance of quad-core cloud. Still the major bottleneck is the delay in
networking due to the para-virtualized access of the virtual machines of the cloud.
In the Intra-VM data transfer, we only use the shared memory and does not use the
network infrastructure and hence it was observed that it was better than Inter-VM
performance. In this case, the latency was as low as 0.3 and 0.45 μs on both CC1 and
CC2. In CC2, it is slightly higher due to the higher clock frequency of CC2. It was
observed that cache hierarchy influences the performance of shared memory in both
the cluster instances. HPC kernel analysis was performed using Fourier transform,
integer sort, and conjugate gradient applications from the NPB kernels. It was
observed that the scalability is higher if shared memory was used for data transfer
but the moment the application was run on Inter-VM the performance dropped. The
analysis reveals that the para-virtualized access of the network interface card by
the cloud results in higher start-up latency which limits the scalability of the HPC
applications that use intensive communication. The authors conclude that the major
bottleneck in running HPC applications in cloud is the communication bottleneck
of the cloud due to para-virtualized access of the network interface card by the
cloud platform. It has also concluded that CC1 has better scalability than CC2 even
though CC2 has higher computational power. If the performance to cost ratio is
compared, then CC1 is better than using CC2. The scalability can be increased
by running a single process per VM so that shared memory is used instead of
network infrastructure. Multiple levels of parallelism have been shown to increase
the scalability and performance such as multi-threading with message passing.

Waseem et al. [4] propose a framework for porting scientific applications to
between heterogeneous clouds.
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18.3.3 Performance Analysis Tools

Burtscher et al. [26] propose a tool for analyzing the performance of HPC
applications. It consists of an advanced engine behind a highly usable GUI for
bottleneck analysis. In an application, for each procedure, class, and loop it can
analyze core, socket, and other bottlenecks. It then provides a brief evaluation
and the steps required to remove that specific bottleneck including strategies to
optimize the performance of the code. PerfExpert removes the need to have in-
depth knowledge about computer architecture to optimize the HPC code. They
also present a new metric for measuring the performance called as LCPI, which
stands for local cycles per instruction. It is a combination of measurements from
performance counters and architectural parameters. Since the local values for each
loop are computed, procedure, and class they call it local CPI. For each procedure,
loop, and class it calculates the CPI. It also returns the contribution of the following
operations to the CPI: (1) memory access data, (2) memory access by instruction,
(3) data TLB access, (4) instruction TLB access, (5) FP operations, and (6) branches
in loops. It has fifteen performance counters to measure the overall LCPI and the
LCPI associated with the six operations discussed above. It also calculates the upper
bound of the latency caused due to the six operations discussed above. Some of the
major performance counters provided by PerfExpert are L1 and L2 cache access by
both data and instruction, total cycles and instruction in the HPC code, L2 cache
miss by both data and instruction, instruction and data TLB miss, branch prediction
and operations such as floating point addition, subtraction, and multiplication. These
LCPI parameters are combined with various system parameters to find important
bottlenecks. This can be used to restrict the conceivable causes of bottlenecks. For
example, the contribution of a branch statement to the LCPI is given by

(BR_NS ∗ BR_latency + BR_MSP ∗ BR_misslat)/T OT _INS (18.4)

where BRINS is the total branch instruction, BRMSP indicates the branches
missed, and T OT INS is the total instructions in the HPC code. BRmisslat is
the miss prediction latency by the CPU and BRlatency is the latency of branch.
PerfExpert runs HPCToolkit [30] under its hood. The HPC code is run by the
PerfExpert multiple times over the HPCToolkit. It saves the data from various
performance counters to a file. The data is then accessed by PerfExpert to find
out the bottlenecks in the code. On the basis of the analysis, it will then provide
optimization suggestions for the code.

Knupfer et al. [65] discuss a toolset for evaluating the performance of HPC
applications called the Vampir toolset. The Vampir toolset mainly consists of three
components. They are (1) VampireTrace, (2) a set of visualization tools named
Vampir, and (3) Vampir server. VampireTrace is an application tracer for HPC
applications. Tracing an HPC application requires Instrumentation which is the
modification of the application being traced to detect various events occurring.
VampireTrace provides four different kinds of instrumentation, namely compiler
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instrumentation, source to source instrumentation, library instrumentation, and
manual instrumentation. These modifications are performed at the build time of
application. Special flags are provided for the compiler to generate calls for
instrumentation. It supports a number of compilers such as GCC, Intel compiler
suite, IBM compiler suite, Sun compilers, and NEC compilers. The major disad-
vantage associated with this technique is the large size of the trace file that is
generated. Source to source instrumentation is used by Vampir to instrument the
MPI application. Library instrumentation replaces the existing libraries of the HPC
application with the libraries required for instrumentation. The major advantage of
this technique is that without compiling and link frequently. The disadvantage of
this technique is that it requires that all the APIs be replaced by the new libraries.
Manual instrumentation is used to get more powerful control on what events need
to be traced and which events not. The Vampir toolkit can record the following
events.

1. Hardware performance counters: Can find out various performance parameters
such as statistics on cache performance, statistics on branch predictions, and
statistics on floating point operations.

2. Memory usage of the application: It can trace the memory usage of the HPC
application dynamically [59]. It replaces the normal memory functions such as
malloc, realloc, and free with special wrappers from the GCC compiler library.

3. Input and output activity tracking: Each and every input and output activity
performed by the HPC application can be traced by the VampireTrace by
intercepting the I/O calls made by the application.

4. Performance counters defined by the users: The users can define a number of
performance counters such as loop counts, results, or other scalar quantities.

Tracing can cause an overhead in the system which results in the performance
degradation of the HPC application and might alter the original characteristics of the
application. The overhead is introduced mainly at four places in the system, namely
the initialization phase, during event handling, during storage of tracing information
to disk, and during finalization. Vampir server is a client–server framework that
uses distributed systems for the evaluation of HPC application evaluation. We use
a parallel production environment as the server and the clients can be desktop
computers connected remotely for envisaging the performance graphically. The
graphical client enhances the understandability of the system by showing graphical
results of the evaluation. It provides various graphical timelines of the application
execution. The timelines consist of a global timeline that shows the timeline of all
process and threads, a summary timeline that provides the process that is involved
with various activity over a period of time. The other two timelines provided are the
counter timeline and the process timeline. The counter timeline shows the state of
counters with respect to time. Other than timeline display it also provides various
statistical displays such as the summary chart, activity chart, message statistics, and
input–output statistics. The authors conclude that it is a robust tool that provides a
good analysis of HPC applications.
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Wolf et al. [127] discuss SCALSCA toolset that has been specially designed
to analyze the performance of high-performance parallel applications. It provides
a complete runtime summaries and provides insight into the application behavior
through various techniques such as tracing and measuring various parameters. It
has been designed to be used with large end HPC systems such as IBM blue gene.
SCALASCA can identify uneven workloads and evaluate it. It can also detect wait
states that occur due to the above-mentioned phenomenon. SCALASCA can be
used for applications using OpenMP, MPI, and other hybrid applications written
in C/C++ and FORTRAN. It can be run on a wide range of platforms. SALASCA
is accessed using the command scales with various flags. Initially, before we start
the analysis the code to be analyzed has to be instrumented. By instrumentation,
it means that the code has to be modified to record and evaluate various events
related to the performance of the system. This process is automated in some
platforms whereas in some other platforms it has to be done manually. After this,
the instrumented code is run. After the run, there is the option to get the trace of
individual runtime events from which a GUI-based timeline representation can be
created. Alternatively, a profile that aggregates the performance of various events
and a summary report from it can be created. The second option provides an overall
summary whereas the trace provides a detailed information. The trace produces a
trace file that is used loaded into the memory for evaluation. During the evaluation,
it detects various events of significance. It performs a pattern analysis and provides
a report about this analysis. Both the pattern report and summary produced contain
various performance metrics that is useful for the user. The result of tracing can
also be analyzed by other third party tools. Some of the disadvantages of this are
that the trace analysis for OpenMP is done serially and the summary produced
has only metrics for OpenMP. The authors are improving it by incorporating more
functionalities. They are trying to come up with a workaround for the restrictions
imposed by the CUBE file format. The bottlenecks or the performance degradation
might occur at a later time than the time at which the actual event took place. They
are also trying to find a workaround for this issue.

18.3.4 Performance Analysis of Exascale Systems

Abraham et al. [1] discuss the possible performance evaluation of HPC applications
on exascale systems. Of all the HPC applications present, only a few HPC
applications are capable of exploiting even the petaflop systems [18]. The traditional
measurement-based evaluation on exascale system cannot be done because an
exascale system does not yet exist. The authors identify the challenges and provide
solutions for various problems that are faced when running an HPC application
on the exascale system including optimization of the code, formal modeling, and
static and runtime analysis. They also propose a conceptual framework for HPC
application performance analysis to run it on an exascale system. They try to
adapt the HPC application code to achieve good utilization of resources abstractly.
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For this, they get the resource usage footprint of various modules at various
granularity. An abstract behavioral specification language to describe both the task
and deployment model can be used [58]. Also, the language should have big
parallel operators over big resource footprint [106]. A resource footprint can be
specified using the standard model in model driven development when the code
is developed from scratch. The authors also apply formal methods to the code,
unlike others who monitor the code and report various statistics regarding the
performance. They also provide the challenges faced at runtime analysis such as
the absence of a good tool to measure energy metrics with accuracy and given
time [9, 24]. Current runtime analysis includes runtime measurement like profiling
and tracing data [25]. This has many disadvantages such as manual changing of
code and ineffective improvement in performance. They also provide a conceptual
framework for designing HPC applications for exascale. The major components in
this framework can be summarized as follows:

– Use of domain specific exascale language (DSEL): This is useful for expressing
the non-functional aspects of execution.

– Scalable model-based analyzer (SMA): They are responsible for monitoring and
evaluating resource consumption.

– Exascale runtime data collector (ERDC): It performs functionalities such as data
mining, filtering, and data analysis.

– Autonomous feedback loop (AFL): AFL gets the feedback from the runtime that
is fed back into the model to tune the model.

Energy-Efficient Systems (Embedded Systems Nodes)

One of the major roadblocks for the adoption of exascale systems for HPC
computations is the energy consumption of exascale systems. A supercomputer
is not supposed to exceed 20 MW. We would require an efficiency of almost
fifty gigaflops (GFLOPS) per watt to build an exascale system below 20 MW.
To break through this barrier, we need to increase the efficiency of the current
systems by a factor of twenty-five, whereas in the embedded systems the energy
is of great importance. Therefore, one way to do this is to use the components used
in the embedded systems as analyzed by Stanisic et al. [115]. Stanisic et al. [115]
developed HPC clusters with the help of low-power embedded components and they
evaluate various existing HPC applications on this embedded platform. They study
the scalability of the existing HPC applications to the low-power embedded system-
based HPC clusters. They used eleven HPC applications to run on the low-power
HPC clusters. SPECFEM3D and BigDFT are the two major HPC applications used
by them. The authors have developed a board called snowboard which is a fully
embedded computer by itself. It uses a powerful ARM dual cortex A9 running at
1GHz. It has 8 GB of e-MMC memory. It has a full HD supported HDMI port
along with Mali 400 GPU. The power consumption of this board is just 2.5 W. This
board is compared with an Intel Xeon running at quad-core CPU at 2.6 GHz and has
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a power consumption of 95 W. Three benchmarks are used to compare these two
systems: (1)LINPACK, (2) CoreMark, and (3) StockFish. It was found that it takes
the same amount of energy on both platforms to run LINPACK but benchmarking
SPECFEM3D using CoreMark requires only less than 5 times of energy required
by Xeon. It was found out that the applications scale well for more than 90%
on the embedded low-power platform. The scalability is almost ideal when using
SPECFEM3D whereas BigDFT showed a lesser scalability. They further investigate
the performance of HPC application by analyzing the memory. For this, they run a
heavy memory rigorous kernel as shown in [121]. In this technique they measure
the time it takes to access the elements of a fixed size array inside a loop using
fixed steps. The memory bandwidth is calculated after running the above kernel.
It is the ratio of the total number of access that was required to access to the time
it took to execute the kernel. The memory structure of ARM is dissimilar to the
Intel architecture. Hence, different behaviors were observed. A large number of
cache miss was observed because for an array of size 32 KB the page allocation
was not consecutive. Moreover, the memory had to be frequently cleaned. The use
of real-time schedulers also resulted in the degradation of the HPC applications
performance which is caused by wrong decisions taken by the OS scheduler. A
variety of code optimization was done to HPC applications including changing
element size, unrolling of loop, etc. Increasing the size of variables as well as loop
rolling had optimistic results. There was quite an improvement in the performance
due to the doubling of the bandwidth. The authors conclude that more HPC code
optimization has to be performed to run HPC applications on low-power HPC
platforms.

18.4 Discussion and Analysis

In this section we shall provide a qualitative analysis and discuss the performance
analysis tools. Table 18.3 summarizes some of the major performance analysis tools
that have been reviewed in this paper.

Most of the researchers have run the HPC applications on the cloud to study
the feasibility of HPC applications on the cloud. References [21, 35, 47, 53, 120]
ran various HPC applications on the cloud. One of the major findings of all these
studies was that cloud as a platform does not scale well for HPC applications. One
of the major reasons for this non-scalability after a certain extent was due to the
network communication between the virtual machines. It scaled really well if the
application was run using a single VM. The reason for this is due to the virtualization
of the network interface card leads to degradation in the speed of the network.
Shared memory can be used to reduce the network communication to increase
the performance of the cloud-based application. The performance to cost ratio of
the clouds is also that enticing even though some packages offered do provide
the good cost to performance ratio as compared to other HPC platforms such as
grids, clusters, and supercomputers. From the discussion of various researchers, we
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Table 18.3 A summary and comparison of various performance analysis tools for HPC applica-
tions

Features Vampir Suite PerfExpert Scalasca Periscope Kojak HPCToolkit

Auto-instrumentation Yes Yes Yes Yes Yes Yes

Bottlenecks Yes Yes Yes Yes Yes Yes

Data visualization Yes No Yes No No Yes

GUI Yes No Yes Yes No Yes

Language C++ C++/C C++/C C++/C C/F90 C++

Open source No Yes No No No Yes

Profiling Yes Yes Yes No No Yes

Restructure No Yes Yes No No No

Tracing Yes Yes Yes Yes Yes Yes

Timeline Yes No Yes No No No

conclude that the scalability of HPC applications on the cloud depends on a number
of factors such as network communication especially between the virtual and real
components. Combining message passing with multi-threading also increases the
scalability of the HPC applications on the cloud platform. HPC applications with
less communication and less interference sensitivity are suitable for the cloud. The
HPC applications have to be modified to make it cloud-aware.

Moreover, we need to consider the future wherein we have to efficiently use
the exascale systems. A major roadblock for this is the power consumption
and hence we found that HPC applications can also be executed on low cost
embedded hardware [115]. The MONT-BLANC project deals with analyzing the
performance of HPC applications on low-power embedded systems. It was observed
that it performs really well on embedded platform but had issues with real-time
scheduling and physical page application. A framework for exascale systems has
been developed by Ábrahám et al. [1]. This will be useful for modifying the HPC
application accordingly and in increasing their performance. Graphical processing
units (GPUs) are also among the highest power-efficient devices. A large number
of supercomputers in the Top500 list1 use GPUs. The Green5002 lists the top 500
supercomputers in the world by energy efficiency. Supercomputers with the highest
Flops/Watts ratio are ranked first in this list. GPUs are the accelerating unit for seven
supercomputers in the top ten in Green500.3

A number of performance analysis tools exist that help in analyzing the per-
formance of the HPC applications. A brief summary and comparison are provided
in Table 18.3. All of the tools provide profiling and tracing features. Profiling is the
feature where it would provide various global performance metrics. Tracing consists
of following the code in runtime and tracing the code. These actually require the

1https://www.top500.org/.
2https://www.top500.org/green500/.
3https://www.top500.org/green500/lists/2018/06/.
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modification of the code. This process of modification is called instrumentation.
All of them also provide instrumentation support at various levels. They help in
detecting the bottlenecks, but all of them do not give suggestion and where to change
the code and what code needs to be changed. An example of this is PerfExpert that
provides the complete details on code creating the bottleneck and the restructuring
required. But PerfExpert does not provide GUI support whereas others provide a
complete statistical information using charts, graphs, and timelines in which you
can zoom through various scales of timescale. The Vampir toolkit provides separate
timelines for the summary, counter, and various process. It also provides statistical
charts for various activities, message statistics, and I/O activities. SCALSCA is also
very similar to PerfExpert, but PerfExpert is open source whereas SCALASCA is
proprietary software.

18.5 Future Research and Issues

There are a lot of issues associated with analyzing the performance of HPC
application. We list some of the major issues and the direction of the required future
work.

– Most of the tools available are for the Linux platform. Hence, we need to port
various performance analysis tools to Windows platform

– There are a lot of redundancies when the application performs a trace. Eliminat-
ing redundancy in trace has to be done.

– Pattern detection in large datasets using complete call graphs [37].
– Applications that use single instruction multiple data (SIMD) consists of redun-

dancies in execution. It is required to replace these redundant behaviors with a
single instance which will result in higher performance and lesser memory.

– More case studies with more applications on more platforms are required.
– Expand current capabilities of the performance analysis tools by using counters

that are not based on performance.
– The performance analysis tools should automatically not only suggest solutions

for the bottlenecks but also automatically implement these into the code for all
kinds of bottlenecks.

– The performance analysis tools should also provide a higher level of input–output
optimization.

– The variability and the reduction of speed in clouds were attributed to the network
communication in the cloud. This issue of network delay has to be mitigated.

– Further improvement in the scalability of the performance analysis tools is
required.

– The OpenMP analysis in SCALASCA performance analysis tool has to be
parallelized.

– There are no existing tools to analyze the input–output in MPI, currently this is
performed by serial tracer in SCALASCA.
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– The current file formats that are used for the performance analysis provide a lot of
restrictions such as storing and processing of metrics that cannot be aggregated.
An efficient file system has to be developed.

– The bottlenecks that appear in the application might appear at a later time than
when the event that caused it occurs. The performance analysis tools should be
able to figure out the events that caused the issue in such occurrence.

– HPC applications have to be modified so that it performs efficiently in exascale
and petascale.

18.6 Conclusions

In this chapter, we reviewed the works on analyzing HPC applications and discussed
several performance analysis tools for HPC applications. The researchers observed
the performance of the HPC applications on various platforms and identified various
bottlenecks and issues related to the performance of the HPC application on parallel
platforms. Some researchers have discussed the usage of performance tools for
binding and replacing the bottleneck in the HPC applications. We also studied and
qualitatively compared various tools for performance analysis of HPC applications.
We discussed the performance of various HPC applications on a number of HPC
platforms. Moreover, we discussed various HPC benchmarking suites and various
HPC applications being used for the performance analysis and thereafter, we also
discussed the future research directions and issues.
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